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1. (10 points) Let
-1 0 1
A=1|-7 2 5
3 01

Find (if exists) an invertible matrix C and a diagonal matrix D such that D = C~'AC. Also,
find the eigenvalues of A

(1) Is A diagonalizable?_ No! . If A diagonalizable, C= , D=
(2) The eigenvalue of A are -2, 2,2 . The eigenvalue of A are __ 2'00 .

Answer:

A=A =(2-A)(\—4), \=-2,2,2

-3 01 -3 0 1 0
A-2I=|-7 0 5| ~|0 0 8/3 |=v=]|s]|, fors#0
3 01 0 0 O

Hence the algebra multiplicity of 2 is 2, but the geometry multiplicity of 2 is 1. Since they are
NOT EQUAL, A is not diagonalizable.
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2. (15 points) Find the formula for the linear transformation 7' : R? — R? that reflects in the line
x + oy = 0.

Answer: T'([z,y]) = =122 — by, —5x — 12y]

Answer:

By the definition of ¢ reflects in the line x + 5y = 0 7, we know 7" maps the vector [5, —1] onto
[5, —1], and maps the vector [1,5] onto [—1, —5]. Thus,

7([5,-1]) = [5, -1, T([1,5]) = [-1, =3],

Let the s.m.r. of T"is A, we got the eigenvalues of A are 1, -1, and the corresponding eigenvectors

[}
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x) = 3x1 + 219

3. (15 points) (a) Solve the system
xh = x1 + 229

(b) Find the solution that satisfies the initial condition z1(0) = 2, 22(0) = 5.

Answer: [£1] =

X2

14 4t _ 8
36 36

74t | 8t
3€ +36

t

A:

3 2
1 2
: : : 2 -1
Then the eigenvalues of A are 4, 1 and the corresponding eigenvectors are [1] , [ 1 ]
-1
2 -1 3 2112 =1 |40
11 1201 1] o1
e 4 k 4t
{ y} Y1 = [%] _ [ 1€t]
Y2 = Y2 Y2 koe

| |2 =1 [k | |2kie? — kqe!
i) N 1 1 kget N k1€4t+k2€t

Since
21 |z1(0)|  |2k1e” — ke N =1
51 22(0) | k1e® + koe ko = %
Hence
Ti| _ Dett — B¢t
T2 fett 4 B¢
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4. (10 points) Find the projection matrix P for the plane W : 2x 4+ 2y + 2z = 0 and then find the
projection of b = [4,2,—1] on the plane.

Answer: by = , P =

The basis for W are 01],]1 .ForA=1|10 1|, wehave

-1 —20
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5. (10 points) Find the least-square solution of the below system.

1 1 1 0
T
-1 0 1 |1
1 -1 o || |1
T3
0o 1 -1 -2
Answer: The least-square solution =
1 1 1
1
Let A = 01
-1 0
0o 1 -1

300 —2
ATA=10 3 0|, ATb=|-1]|,
00 3 3

Solve
T —2

Ty | = -1

T3 3

We have the least-square solution is
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6. (15 points) Use Gram-Schmidt process to find an orthonormal basis for the subspace W of R4
spanned by [1, 1, 0, 0], [1, 1, -1, 0], [1, 0, 1, 1] and then use it to find the QR-factorization of

A, where
1

—1
0

O O ==
_ = O

Answer : Q= , R= , an orthonormal basis = {¢1, ¢, q3}

By Gram-Schmidt process. Let @; = [1,1,0,0],a> = [1,1,—1,0],d3 = [1,0, 1, 1]

. . . Uy 1 1
= ayp = 1,1,0,0, = 57 = —,—,0,0 1
1 1 [ } q1 |’U1| [\/5 \/5 ] ()
Ty =y — (@y - )G = @y — V241 = [0,0,—1,0] (2)
G = —==1[0,0,—1,0] (3)
\’02\
L V2, . 1 -1

U3:a3—(53'6ﬁ)§1—<53‘§2)3:_'3—
. Us 1 -1 2
= 75 :_7_707_
o 3] [ 6 V6 \/6]

Then by (1), we get (6). By (2) and (3), we get (7). By (4) and (5), we get (8).

i =v2q = [af] =[] [v2] (6)
(V2
&=V20+0=V2i+q= || = [ @] |1 (7)
|0
V2
LoV2, L VR VB, ’
GSZT%—C]Q*'U:&:T%—QQ*'E 3:>[a§ :[Cff 7 fjsT] ?ﬁl (8)
V2
Therefore,
1 1 1/vV2 0 1/v6
S I O O R CREE
A= — QR = 0o 1 -1
0 -1 1 0 -1 0 0 o0
0 0 1 0 0 2/V6 V2
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(10 points) Let W be a subspace of R” and let b be a vector in R™. Prove that there is one and
only one vector p'in W such that b— p is perpendicular(ZEH) to every vector in W.

Assume there’re two vectors py, p» € W such that b— p1 and b— po are both perpendicular to

every vector in W . i.e. b— p1 and b— p» are both in W+,

For all vector v € W

0=0-(b—p))=0-b—0-p1..T-b=70-p
0=0-(b—fh) =0 -b—0-po . 0-b=10-p

LU (P —p2) =0
P — P €W

Note that W is a vector space and p1,p> € W , we will have 7, — po € W+ . Since p; — p» in
both W and W | we can easily checked that p, — p» = 0.
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8. (10 points) Let A and C be orthogonal n x n matrices. Show that CAC™ is orthogonal.

A and C be orthogonal matrices, i.e. ATA = CTC = 1. We also know that C~1 = C7T,
ie. CAC™t = CACT

(CACTYT(CACT) = (CTYTATCTCACT = CATCTCACT = CAT(CTC)ACT
_ CATTACT = C(ATA)CT = CICT = (CTO)T =TT = 1.
We have CACT = CAC~! is orthogonal.

9. (5 points) Circle True or False. Read each statement in original Greek before answering.

(a) False If ¢ is an eigenvector of an invertible matrix A, then ¢t is an eigenvector

of A7 for all nonzero scalar c.
Since AU = AU, we have A(ct) = ¢(AV) = ¢(A\V) = A(¢v) and ¢v # 0 when ¢ # 0 and ¢ is a

nonzero scalar.

(b) False Every n x n real symmetric matrix is real diagonalizable.
By Theorem 6.8 from the textbook.

(¢) True The intersection of W and W+ is empty.

0 € W N W+ since 0 belong to every vector space.

(d) True A square matrix is orthogonal if its column vectors are orthogonal.

A square matrix is orthogonal if its column vectors are “orthonormal”.

11 2 0 10
1 —1]'ATA:[o 2]#[0 1]

(e) True The least-square solution vector of AZ = b is the projection of b on the
column space of A.

1 1
For example [1] and [ 1] are orthogonal. Let A =

The least-square solution vector of Ax = b is the vector i/ such that Ay is the projection

of b on the column space of A.
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