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1. (10 points) Linear transformation T : R? — R? satisfy T([1,3]) = [2,2,a], and T([2,1]) = [3,b,6]. If T is NOT
one-to-one, thena+b= (1) 7

Solution :

Since T : R? — R? is not one-to-one and the dimension of the domain is 2, the vectors T'([1,3]) and T'([2,1])
must be linearly dependent. This implies that the vectors [2,2,a]” and [3,b,6]” are proportional:

2
3

From%:%,wegetb:& From%z%,wegetazél. Thus, a+b=4+3=T.

2. (10 points) Given B and the inverse matrix of B are below , then a = (2) 0.8

0 2 * k%
B=13 2 JAT = e o« o«
1 5 -1 * % %

Solution :
Using the formula for the inverse matrix B~ = madj(B)7 the element a at position (2,1) of B~! is:
B 1

~ det(B)

a (—1)1+2 det(B12)

det(B) = 5, det(Bys) = "j — 4 — a= %(4)(*4) 0.8

—1

3. (10 points) Suppose that T is a linear transformation with standard matrix representation A, and that A is a
9 x 15 matrix such that the nullspace of A has dimension 5.

(a) The dimension of the range of T'is  (3) 10 . (b) The dimension of the kernel of T'is (4) 5 .

Solution :

By the Rank-Nullity Theorem: rank(7)+nullity(7") = dim(Domain). Given dim(Domain) = 15 and nullity(A) =
5: (a) The dimension of the range of T is rank(4) = 15 — 5 = 10. (b) The dimension of the kernel of T is
nullity(A) = 5.

4. (10 points) Find the area of the parallelogram (*F{TIUiEH2) in R? determined by the vectors [2, 1, 3] and [4, —3, 1].
The area is  (5) 103 .

Solution :

The area of the parallelogram determined by vectors u and v is the magnitude of their cross product |ju x v||.

i j k
uxv=1{2 1 3[=i(1+9)—j2—12)+k(—6—4)=10,10,-10]
4 -3 1

Area = /102 + 102 4 (—10)2 = v/300 = 10v/3
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5. (10 points) Let P; be the vector space of polynomials with degree at most 3 with real coefficients. The coordinate
vector of 7x3 + 322 — 22 + 3 relative to the ordered basis (22 + x, 2%, 2% + 2,222 + 1)is  (6) [-3,6,1,3]T

Solution :

Let the coordinate vector be [c1, co, 3, c4]T. We solve:
2 3 3 2 .3 2
e +x)+ea(r’)+es(x” + )+ (22 4+ 1) =72 + 32" — 20+ 3

(c2 +e3)2® 4+ (c1 + 2¢4)2® 4 (1 + c3)x +cq = T2 + 327 — 2243

The coordinate vector is [-3,6,1,3]7.

6. (10 points) Suppose that C is a 6 x 6 matrix with determinant 4. The det(7C~') is (7) 776 .

Solution :

Using the property det(kA) = k™ det(A) for an n x n matrix, where n = 6:

1 76

1\ _ =6 —1y _ 6 .
det(7C™7) =T7"-det(C™ ) =7 det(C) ~ 1

7. (10 points)

24 -2 0 5 -1 9
12 -1 3 1 0 1
12 1 03 1 2
D=0 5 0 0 1 0 0f,Thedeterminant of Dis (8) -60 .
12 -1 04 0 3
02 0 0O0 0 O
o1 0 00 0 5

Solution :

We compute the determinant of D by performing cofactor expansion on columns/rows with the most zeros.
1. Expand along the 4th column: det(D) = 3 - (—1)2*% . det(Day).

2. Expand the remaining 6 x 6 along the 5th row (only element is 2 at position (5,2)):

2 -2 5 -1 9
1 1 3 1 2

det(D) =3 -[(—=1)°"-2-det(|0 0 1 0 0])
1 -1 4 0 3
0 0 0 0 5

3. Continuing expansion along the 3rd row for 1, then the 4th row for 5:

2 —2 -1
det(D)=—6-[1-5-{1 1 1]
1 -1 0

4. Evaluating the 3 x 3 determinant: 2.

Final result: det(D) = —30 x 2 = —60.
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8. (10 points) Let P3 be the vector space of polynomials with degree at most 3 with real coefficients. T : Py — P;
be defined by T'(p(z)) = 2p(z) — S%p(w)
(a) Prove that T is a linear transformation.

(b) Let the ordered basis for P3 is B = (1,2 + 1,22, 2% — 1). Fine the matrix representation A of T relative to
the ordered bases B.

2 -3 6 0
2 _
Answer: (b) A= 0 60
0 0 2 =9
0 0 0 2

Solution :
Similar with 3-4 exaqmple 9.

(a) Proof that T is a linear transformation: To show that 7" is a linear transformation, we must verify the
properties of linear combination. Let p(z),¢(z) € P; and r, s € R.

T(rp(z) + sq(x)) = 2(rp(z) + sq(z)) — 3%(@(%) + sq(x))
d

= 2rp(x) + 2sq(x) — 3 (rddlp(a?) + smq(x)>
= (20t0) =300+ (2000) - 3 at0) )
=rT(p(z)) + sT(q(x))

Since the property holds, T is a linear transformation.

(b) Matrix representation A relative to the basis B = (1,2 + 1,22 2% — 1): To find the matrix [T]g, we
apply T to each basis vector and express the result as a linear combination of the basis B.

1. T(1)=2(1)—3(0) =2=2(1) + 0(z + 1) + 0(z?) + 0(z> — 1)
2. T(x+1)=2(x+1)-3(1)=20—1=2(x+1)—3=-3(1) +2(x + 1) + 0(2?) + 0(2® — 1)
3. T(x?) = 2(2?%) — 3(2z) = 22% — 62 = 6(1) + —6(x + 1) + 2(2?) + 0(23 — 1)

4. T(2% —1) = 2(a® — 1) — 3(322) = 223 — 922 —2=0(1) + 0(z + 1) + —9(z2) + 2(2® — 1)

Placing the coordinates of these images into the columns of matrix A:

A=[T]p =

o o o w
o
N
|
©
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9. (10 points) Let F is the vector space of all functions mapping R into R and S = {sin(—z), 1, sin(z), sin(2z)}.

Is S linear independent in F? ( Yes / ) . If not, find a basis of sp(S)  {1,sin(z),sin(2z)}

Solution :

AR BEREREAE > TEARE AR - RBE_HDEERHE— -
Is S linearly independent in F'? No.

The set S = {sin(—x), 1,sin(z),sin(2z)}. Recall the trigonometric identity for odd functions: sin(—z) = — sin(x).

This means we can write a non-trivial linear combination that equals the zero function:
1-sin(—2)4+0-1+1-sin(z) +0-sin(2z) = —sin(x) + sin(x) =0

Since there exists a set of coefficients (not all zero) such that the linear combination is zero, the set S is linearly
dependent.

Find a basis of span(S):
To find a basis, we remove the redundant vector(s) that can be expressed as a linear combination of others.
1. We observed that sin(—x) = —sin(z), so sin(—z) is in the span of {sin(x)}.
2. The remaining set is {1, sin(z), sin(2z)}.
3. We check if these are linearly independent. Consider ¢1(1) + cosin(x) + ¢z sin(2z) = 0 for all € R.
o Let 2 =0: ¢1(1)+0+0=0 = ¢ =0.

o Let 2 =7/2: cosin(m/2) + czsin(n) =0 = (1) +0=0 = ¢ = 0.

o Let . =m/4: cgsin(n/2) =0 = ¢3(1) =0 = ¢3 =0.

Since ¢; = ¢ = ¢3 = 0 is the only solution, the set {1,sin(x),sin(2x)} is linearly independent and spans the
same space as S.

Basis of span(S): {1,sin(z),sin(2x)}
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10. (10 points) (a) Build a linear transformation that is one-to-one but not onto.

Solution :
Consider T : R? — R? defined by:

1 0 T
x x
. 0 of L™ 0
e One-to-one: The kernel is found by setting T'(x) = 0, which implies z; = 0 and 25 = 0. Since
ker(T') = {0}, T is one-to-one.

« Not onto: The range of T is the xy-plane in R3. Any vector with a non-zero z-component (e.g.,
[0,0,1]7) has no preimage. Since rank(7T) = 2 < dim(R?), it is not onto.

(b) Build a linear transformation that is onto but not one-to-one.

Solution :

Consider T : R* — R? defined by:

T1 T1

T 1 0 0 T

x - x -

° 01 0|7 9
T3 T3

e Onto: For any vector y = [y1,12]7 € R?, we can choose x = [y;,y2,0]7 such that T'(x) = y. Since the
range is all of R?, it is onto.

o Not one-to-one: The kernel consists of all vectors where 1 = 0 and x2 = 0, specifically ker(T') =
{[0,0,23]" | z3 € R}. Since the kernel contains non-zero vectors, 7" is not one-to-one.

* EM/\EERER GRSt ESA domain ¥R codomain ° #4178 domain, codomain KB EZ vector space °
B mapping ZXEMELLIFA linear transformation BIME (B 2-3 example 3 Z13E - AEEEERER) -

11. (10 points) Determine the set S; of all functions f such that f(0) = 0 is a subspace in the vector space F of all
functions mapping R into R.

Answer: Is Sy a subspace of F'?7 ( Yes / )

Solution :

1. Closed under Addition: Let f(x),g(x) € S;. By definition, f(0) = 0 and g(0) = 0. Consider the sum
function (f @ g):
(f®9)(0)=f(0)+9(0)=0+0=0 = (f@g) €5

2. Closed under Scalar Multiplication: Let f(z) € S; and r € R. By definition, f(0) = 0. Consider the
scalar product function (r @ f):

reafH0)=r-f0)=r-0=0 = (ref)es

Thus Sy is a subspace of F.
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12. (10 points) Consider the set R?, with the addition defined by [z,y] @ [a,b] = [x + a + 2,y + b], and with scalar
multiplication defined by r ® [z,y] = [r(z + 2) — 2, ry].

a. Is this set a vector space? ( / No )

Hint: Show by verifying the closed under two operations, A1-A4 and S1-S4.

b. If the set is a vector space, then find the zero vector and the additive inverse (JIJARITZ) in this vector
space. Hint: The zero vector may NOT be the vector [0, 0].

Answer: the zero vector is  [-2, 0] , for any vectors [x,y], the -[x,y] is  [-x-4, -y]

Solution :
EENZRERNER TRV » BEERNMIEZERK
1. Find the Zero Vector 0: Let 0 = [e;, es]. We require [z,y] @ [e1, ea] = [z, y]:
[ +e1+ 2,y + ea] = [z,9]
Comparing components: t+e;1 +2=x = e1=-2y—+es=y = e =0
Zero vector: [—2,0]

2. Find the Additive Inverse —[z,y]: Let —[z,y] = [2/,5]. We require [z,y] ® [2/,3'] = 0 = [-2,0]:
[+ 2" + 2,y +9]=[-2,0]

Comparing components: z + 12’ +2=-2 = 2/ =—a2x—4y+y' =0 = ¢y = —y

Additive inverse: [—z — 4, —y]

> REEBEERSIRRT TEEEARE 0,00 BERA—HARPESMER !!
& = ABENME -
By the Theorem 3.1, if (V,®,®) is a vector space, then

1. Find the Zero Vector 0:
We require 0 = 0® [z,y] = 0=0® [z,y] = [0(z + 2) — 2,0y] = [-2,0].

2. Find the Additive Inverse —[z,y]:
We require —[z,y] = (=1) @ [z,y] = —[z,y] = (1) @[z, y] = [-(z +2) = 2, —y] = [-w — 4, —y].

RERE TR - #PEAIEE - BLE vector space!

Verification of Vector Space Axioms: Let @ = [z,y], ¥ = [a,b], @ = [c,d] € R? and 7,5 € R.
 Closure under Addition: @ ® 7 = [r +a + 2,y + b] in R2.
 Closure under Scalar Multiplication: r ® @ = [r(z + 2) — 2, ry] in R?.

o A1l (Associativity of ®):
(uev)ew=[r+a+2,y+bdc,d=[(z+a+2)+c+2,y+b+d =x+a+c+4,y+b+d.
UdWow) =[r,ydlat+c+2,b+d =[x+ (a+c+2)+2,y+b+d =[xr+a+c+4,y+b+d. (Holds)

o A2 (Commutativity of ®): «@ v =[x +a+2,y+b =[a+z+2,b+y]=0%u. (Holds)
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« A3 (Identity Element): There exists 0@ = [—2,0] @ [z,y] = [(=2) + £+ 2,0 +y] = [z,y] = @. (Holds)

« A4 (Inverse Element): For each @, there exists —@ = [~z — 4, —y] such that @ @ (—a) = 0.
T (~1) = [r,y] @ [~z —4,—y] = [z + (~z — 4) + 2,y + (~y)] = [-2,0] = 0. (Holds)

o S1 (Scalar Distributivity over Vector Addition):
roUet)=reorz+aet+2,y+b=rz+a+2+2)-2,7(y+b)]=[r(x+a+4)—-2,r(y+0).
red)®(rev)=rx+2)—-2,ry®[r(a+2)—2,70]=[(r(z+2)—2)+ (r(a+2) —2) + 2,1y +rb] =
[r(z+2+a+2)—2,7(y+b)]. (Holds)

o S2 (Vector Distributivity over Scalar Addition):
(r+8) @ =[(r+8)(5+2) 2, (r + )] = [r(z +2) + s(z +2) — 2,7y + sy].
rod)®(sed) =rr+2)—2,ry ®[s(z+2)—2,syl =[(r(x +2) —2) + (s(x +2) —2) + 2,7y + sy| =
[r(z+2)+ s(x+2) —2,ry + sy]. (Holds)

o S3 (Associativity of Scalar Multiplication):
reed)=res(z+2)—2,syl=[r(s(x+2)—2+2)—2,r(sy)] = [rs(x +2) — 2,rsy|.
(rs)@d = [rs(z+2) —2,rsy]. (Holds)

o S4 (Scalar Identity): 1@ 4 = [1(z +2) — 2,1(y)] = [x,y]. (Holds)
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13. (10 points) Let @,b, € R®. Show that @ x (b+¢7) =@ x b+a x .

Solution :

Section 4-1 problem 59. FAE &85
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Bk P2
(1) 7 (2) 0.8 (3) 10 (4) 5
(5) 10v/3 (6) [~3,6,1,3]7 (7) =1 (8) -60
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