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Section 6.2 The Gram-Schmidt Process

- 2. - -2 21
24. Let B be the ordered orthonormal basis <b1 = 5]’ 3 = [?, 3 5])
for R3
(a) Find the coordinate vectors [c1, ¢, c3] for [1,2,—4] and [dy,ds,ds] for [5,—3,2],
relative to the ordered basis B.

(b) Compute [1,2,—4] - [5,—3,2], and then compute [c1, co, 3] - [dy, d2, ds]. What do
you notice?
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Answer: (a) Let
1/3 2/3 —2/3
a=[or B B =253 13 23

—2/3 2/3 1/3
¢ 1/3 2/3 —2/3] [ 1 13/3
ol =12/3 1/3 2/3||2]|=]|-4/3
c;j —2/3 2/3 1/3 | |-4 —2/3
dy 1/3 2/3 —2/3] [ 5 ~5/3
dy| =1 2/3 1/3 2/3 | |=3| =] 11/3
dj —2/3 2/3 1/3 || 3 ~14/3

[1,2,—4] - [5,—3,2] = —9
[13/3,—4/3,—2/3] - [-5/3,11/3, —14/3] = —9

Noticed that the results of inner product are the SAME, which should known by The-
orem 6.6 property 1.

28. Find the QR-factorization of the matrix having as column vecotrs the transpose of the
given row vectors from exercise 11.

Exercise 11: find the orthonormal basis for sp([1,0,1,0],[1,1,1,0],[1, —1,0, 1]) of R%.

Answer: By Gram-Schmidt process. Let

a, =1[1,0,1,0],a, = [1,1,1,0],da3 = [1,—1,0, 1] (1)
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Therefore,

That is
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G = —= =1[0,1,0,0] (4)
UQ‘
e N2, 1
—(as‘%)%—(as‘fh)z: 3—7 1 — 22[5707771] (5)
. Us 1 -1 2
= 7S :_707 = 6
q3 |'U3| [\/6 6 \/6] ()
i =V2q = [al] = [d] [V2] (7)
2
V23 + 0 =V2q+@=[d] = @]l (8)
0
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0o 0 ¥
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0 1 0 0 2/V6 V2

page 2 of E



97K (Jean Yeh) Section 6.2 Solution FEB— 4RI B

31. Let A be an n X n matrix. Prove that the column vectors of A are orthogonal if and
only if the row vectors of A are orthonormal. [Hint: Use Exercise 30 and the fact that
A commutes with its inverse.|

Exercise 30: Let A be an n xn matrix. Prove that A has orthonormal column vectors
if and only if A is invertible with inverse A=t = AT,

Answer: We have :
[ A has orthonormal column vectors. |
iff [ A is invertible with inverse A~! = AT. | (by Exercise 30)
iff [ AT is invertible with inverse (AT)™! = (AT)T = A. |
iff [ AT has orthonormal column vectors. | (by Exercise 30)
iff |

A has orthonormal row vectors. ]
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